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1 Introduction

Investments in corporate R&D have been shown to be important for economic develop-
ment, with R&D intensity being an important driver of productivity growth (Griliches,
1987; Romer, 1990; Doraszelski and Jaumandreu, 2013). Policy-makers and economists
are therefore interested in firms’ incentives to invest in R&D in order to design policy
measures and conditions that promote such activities. However, recent studies document
a decline in corporate research measured by the number of scientific articles published by
companies (Bloom et al., 2020; Arora et al., 2017, 2018). This may be cause for concern
since basic research activities, in particular, have been shown to drive firm-level productiv-
ity (Griliches, 1980; Mansfield, 1980; Czarnitzki and Thorwarth, 2012). At the same time,
research-intensive and science-based industries such as artificial intelligence, biotechnol-
ogy, nanotechnology, and renewable energy emerged. This trend is also reflected in data
from the Organisation for Economic Co-operation and Development (OECD), document-
ing the growth of research expenditures relative to development expenditures over the
past 30 years. While development expenditures have doubled from 1985 to 2015, research
expenditures have almost tripled in real terms (see Appendix Figure A1).

These two trends may seem paradoxical at first sight. However, previous studies on
corporate research tended to focus on large firms, thereby overlooking the contribution
of small to overall research activities. Traditionally, it has been argued that larger firms
possess an absolute advantage over smaller firms in terms of R&D due to economies of
scale and scope, market reach and access to financial resources (Schumpeter, 1942; Teece,
2010; Czarnitzki and Hottenrott, 2011a). It is thereby important to stress that while R&D
is often seen as one activity, it consists of two distinct components: research and devel-
opment (OECD, 2015). As illustrated in earlier research, both activities have different
drivers, pursue different goals and result in different outcomes (Czarnitzki et al., 2009,
2011; Barge-Gil and López, 2015; Hottenrott et al., 2017). Research typically involves
analyzing fundamental principles and phenomena, and it often aims at generating new
ideas and testing hypotheses without a specific application in mind (Martinez-Senra et
al., 2015). Development activities encompass the application of knowledge, usually start
from an existing ‘proof of concept’ and aim at improving specific products, processes or
services (OECD, 2015). Thus, when cost-spreading and complementary assets are im-
portant, larger firms have higher incentives and better preconditions for conducting both
research as well as product or process development activities (Cohen and Klepper, 1996a;
Rothaermel and Hill, 2005). Moreover, firm size comes with advantages in appropriating
the returns to R&D because larger firms may possess greater abilities to find commercial
applications for research outcomes and may benefit from utilizing spillovers between mul-
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tiple products or R&D projects (Henderson and Cockburn, 1996; Belenzon and Patacconi,
2014). On the other hand, previous research documents innovation advantages for small
firms in emerging, research-intensive sectors (Acs and Audretsch, 1987) which indicates
that they may have a comparative advantage in research-intensive activities.

Drawing from the comparative advantage idea, Baumol (2002) refers to a ‘David-
Goliath symbiosis’ in which small firms provide more heterodox, breakthrough innova-
tions, whereas larger firms create value from developing those innovations further and
thereby contributing to their usefulness. In this symbiosis, ‘Markets for Ideas’ (Gans et
al., 2002; Gans and Stern, 2003) and ‘Markets for Technology’ (Arora et al., 2001; Arora
and Gambardella, 2010) enable smaller firms to sell research outcomes to other (larger)
companies rather than developing the final goods themselves.

Thus, the related but yet distinct properties of R versus D suggest that firms may
have comparative advantages in one or the other activity, with firm size being a factor
determining the relative returns to each activity. While the absolute advantage of larger
firms may result in higher expenditures for R and D than in smaller firms, smaller firms
may have a higher research share in their total R&D. Larger firms, on the other hand,
may gain more per unit of investment if they devote it to D instead of R. If the returns to
product development positively depend on a firm’s size measured by its existing customer
base (or simply sales), larger firms’ relative returns to D may be higher than those to R,
resulting in lower research intensities of larger firms.

Building on these considerations, this study focuses on the question whether the incen-
tives to invest in R versus D depend on firm size and whether the returns to each activity
vary with firm size. A comparative advantage of larger corporations in development could
explain their decreasing engagement in research, resulting in a division of labor in R&D
between smaller and larger firms. This study’s contribution to the analysis of corporate
R&D is to theoretically illustrate firms’ research and development spending decisions in
an R&D investment model and to analyze firms’ relative engagement in R versus D ac-
tivities with each activity contributing differently to productivity. The model accounts
for the relative returns to R and D as well as for the interdependence of both activities.

The model predicts higher R&D investments of larger firms but it also shows that
development becomes relatively more (and research relatively less) profitable the larger
the firm is, resulting in lower optimal research intensities (R-share of R&D) in larger
firms. We test this proposition using firm-level data of R&D-active firms which range
from very small firms to large corporations observed during the period 2000-2015. Unlike
previous research, our analysis does not need to rely on scientific publications as a proxy of
research intensity. The detailed data allow us to distinguish between firms’ research and
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development expenditures and to account for other firm-level characteristics driving R&D
decisions. Results from panel model estimations show that the relative focus on research
declines with firm size. In addition, the results reveal that specialization is explained by
the returns to each activity in terms of total factor productivity (TFP) with the returns
to R declining (and the returns to D increasing) with firm size. In other words, focusing
on product and process development pays a greater productivity premium to larger firms
compared to research. These results have implications for the discussion on the role of
corporate research in knowledge-based economies and the design of policy measures for
supporting private sector R&D.

2 Corporate research and development

R&D comprises two related but yet distinct activities: research and product & process
development (OECD, 2015). While these activities are typically considered jointly, each
has different drivers and pursues different goals. It seems therefore important to distin-
guish between the R and D component of R&D when analyzing firms’ innovation efforts
(Czarnitzki et al., 2009, 2011; Barge-Gil and López, 2015). Research is concerned with
analyzing fundamental principles and phenomena driven by curiosity (Martinez-Senra et
al., 2015). It aims at generating and pioneering revolutionary ideas and concepts, it for-
mulates and tests hypotheses, theories or laws and ultimately broadens the knowledge
base (OECD, 2015). It is important to stress that research is often conducted without a
specific application or use in mind. The lack of a predefined goal has an upside as well as
a drawback. As a positive aspect, conducting research without targeting a specific appli-
cation or use supports the application of possible findings to a variety of different fields,
which the researcher potentially did not take into account (Levy, 2011). However, the
lack of a clear target also increases the risk of generating a commercially useful outcome
(Pavitt, 1991; Rosenberg, 1989).
Firms also conduct research activities for building absorptive capacity in order to make
better use of external knowledge (Cohen and Levinthal, 1989, 1990; Gambardella, 1992).
Research may also serve in enhancing firm reputation, helping to attract customers and
investors, as well as pleasing regulators (Hicks, 1995; Belenzon and Patacconi, 2014). In
addition, firms may have incentives to invest in (basic) research which can be published in
scientific journals in order to signal high-skilled scientists and inventors science-promoting
work conditions (Audretsch and Stephan, 1996; Stern, 2004). Development activities, on
the other hand, encompass the application of established knowledge, e.g. gained through
basic and applied research (OECD, 2015). It directly aims at improving existing products
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or at creating new products and services based on the knowledge derived from research.
The linear innovation model (Rosenberg, 1989) as well as the chain-linked model (Kline
and Rosenberg, 2009) acknowledge that R and D are interdependent activities with both
contributing to innovation outcomes (Griliches, 1985; David et al., 1992; Fleming and
Sorenson, 2004).
While this argues in favor of any firm to perform at least some R and some D, there are
important aspects affecting the role of research in smaller versus larger firms. Previous
research has largely focused on the question whether smaller or larger firms are more likely
to produce innovative output rather than differentiating between the returns to research
versus development spending and how these returns depend on firm size (Henderson and
Clark, 1990; Henderson and Cockburn, 1996; Macher and Boerner, 2006; Arora et al.,
2009).

An exception is the study by (Belenzon and Patacconi, 2014). They investigate to
what extent large and small firms differ in their ability to benefit from different types of
research. They distinguish between basic and applied research with the outputs of basic
research being scientific publications versus applied research resulting in patents. They
find that large firms profit more from publishing, whereas smaller firms appear to benefit
more from patenting. However, they also argue that publications seem to complement
large firms’ marketing and sales efforts which is less relevant for smaller firms due to their
smaller customer base or market share. While not including development activities into
their analysis and by using (output) proxies for research rather than expenditures, this
study hints at varying returns to research activities depending on firm size. The higher
returns to patenting for smaller firms may reflect the important role of research in these
firms and hints at an underlying mechanism similar to the one suggested by Baumol
(2002). The same argument also suggests that engaging in the activity for which a firm
can exploit a higher relative return increases the overall returns to innovation efforts.
Thus, studying firms’ relative engagement into R and D seems crucial for understanding
the division of labor between smaller and larger firms in the innovation process.

2.1 Firm size and heterogeneity of R&D

As argued above, when studying incentives for R&D as well as the returns to such
activities, it seems important to take the relative returns to one or the other individual
component - R and D - into account. It seems furthermore important to consider firms in
their competitive environment as their incentives to invest in one or the other activity also
depend on the corresponding investments of other firms in the market. Smaller firms may
then have a comparative advantage in doing research relative to product development,
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since the latter is often capital-intensive and requires substantial investments for which
smaller firms may not be able to reap the benefits of economies of scale (Arrow, 1993;
Baumol, 2002). These properties may result in a relatively stronger focus of larger firms
on development, despite holding an absolute advantage in both. Whereas smaller firms
may be overall more constrained in their ability to invest in R&D due to its riskiness
and due to fewer assets that can serve as collateral for debt (Czarnitzki and Hottenrott,
2011a,b), they could still have higher relative returns to research than to development.
Baumol (2002) argues that the routinization of innovation processes in larger firms is
particularly beneficial for improvements of existing inventions rather than for generating
heterodox breakthrough innovation. The routinized R&D processes in larger firms are
therefore (better) designed for development rather than for green-field research activities.
Thus, it is the relative return of development that is higher for larger firms and lower for
smaller ones.

Making a similar point in a study on publicly traded US-based firms during the 1970-
1989 period, Dhawan (2001) argues that the higher efficiency of smaller firms results from
their leaner organizational structure which allows them to exploit opportunities in new
markets. Being less entrenched in existing technology, smaller firms can engage in more
fundamental R&D, although this is achieved at the cost of increasing these firms’ riskiness.
Larger firms, on the other hand, may therefore outsource or spin-off research activities to
other (smaller) firms or entities. By the organizational separation of knowledge creation
from product development, firms free potential to specialize in the activity which is rel-
atively most profitable to them, which Arora et al. (2001) coined ‘division of innovative
labor’. This organizational separation can also occur within the same enterprise group,
leading to the vertical disintegration of R and D with research activities being delegated
to smaller entities (Monteverde, 1995; Williamson, 1971).

In some industries, such as biotechnology, a division of labor in R and D has long been
present (Danzon et al., 2005; Arora et al., 2009). Small research-intensive firms conduct
much of the work related to exploring new active substances needed for drug development.
Developing novel drugs is however extremely resource-intensive. Clinical trials are costly
and may eventually fail, requiring even higher investments. While drug-related research
is likewise costly and risky, the relative returns for smaller firms when focusing on this
activity (and leaving drug development to larger pharmaceutical firms) may be relatively
higher compared to development.

Larger firms with the necessary infrastructure may find it more profitable to focus on
development benefiting from routinization and economies of scale in production and sales.
The drug development process is an example of a very pronounced labor division in R and
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D, where the transmission of research through collaboration and the market for technology
appears to be well-functioning. However, these patterns are not exclusive to this industry
as there can be similar observation be made in software development and (digital) product
commercialization (Lee and Berente, 2012).

By looking at innovation output performance rather than return to investments in terms
of productivity, previous research already documents comparative innovation advantages
for small firms in research-intensive industries (Acs and Audretsch, 1987; Henderson and
Clark, 1990; Henderson and Cockburn, 1996; Macher and Boerner, 2006; Arora et al.,
2009; Belenzon and Patacconi, 2014). Moreover, firm asymmetry in size has been shown
to explain differences in patent output, with smaller firms being more productive per US
dollar spent (Cohen and Klepper, 1996b) which may be explained by research rather than
development activties contributing to higher patenting numbers (Czarnitzki et al., 2009).

In terms of specialization, previous studies typically analyzed the link between firm
size and product or process innovation, observing that larger firms find it relatively more
profitable to invest in process improvements rather than in new products (Yin and Zus-
covitch, 1998; Cohen and Klepper, 1996a,b; Plehn-Dujowich, 2009), or with regard to
the innovation degree showing that larger firms innovate more incrementally compared to
smaller firms (Corsino et al., 2011).

Previous research does not yet provide an analysis of specialization in R or D and the
theoretical arguments may not be directly adoptable from the product versus process
innovation framework. If research and development activities differ in determination,
scaling and effects, the relative intensity of both (the respective expenditure component
over total R&D expenditures) can be seen as a function of firm properties of which many
vary with firm size (Barge-Gil and López, 2015). The purpose of the following section
is therefore to derive insights from an R&D investment model that incorporates both
research and development explicitly as strategic firm decisions.

6



3 An R and D investment model

3.1 Model set up

Assume the production function for firm i is of the standard form

qi = ωiK
αi
i L

βi
i R

γi
i D

δi
i (1)

where qi denotes the output of firm i, Ki represents the firm’s assets, Li is the number
of employees in non-R&D tasks, Ri is the research expenditure, Di is the development
expenditure, and ωi denotes the Total Factor Productivity (TFP). The parameters αi,
βi, γi, δi are the output elasticities of capital, non-R&D labor, research expenditure, and
development expenditure, respectively. Marginal products of research and development
expenditures are γiqi/Ri and δiqi/Di, respectively.

Suppose, the profit of firm i from the product market is given by

πi = p(qi)qi − ci(qi)

where p = a− bqi denotes the inverse market demand and ci(qi) = ci0 + ci1qi + ci2q
2
i is the

firm’s quadratic cost function1.
The profit accruing exclusively from the existing product market is rewritten as

πi = (a− bqi − ci1 − ci2qi)qi − ci0 = (a− ci1)qi − (b+ ci2)q
2
i − ci0

= (Ai −Biqi)qi − ci0 where, Ai = a− ci1, Bi = b+ ci2 (2)

Put simply, Ai and Bi are the coefficients of the linear and quadratic components in the
profit function. Furthermore, in line with the assumption of increasing but diminish-
ing returns to R&D expenditure from the literature on product and process innovation
(Cohen and Klepper, 1996b; Yin and Zuscovitch, 1998; Fritsch and Meschede, 2001; Plehn-
Dujowich, 2009), we assume that Ai = f(Di) with f ′(Di) > 0 and f ′′(Di) < 0. That is,
the per-unit price-cost margin itself can be increased by investing more in development.
Development may, for instance, improve product quality or reduce cost of production both
resulting in a higher price-cost margin (Dorfman and Steiner, 1954; Grabowski, 1970).
We define quality improvement in the sense of “any alteration in quality which shifts the
demand curve to the right over the relevant range" (Dorfman and Steiner, 1954, p.831).
This definition is based on Grabowski (1970, p.218) who notes, “. . . firms in oligopolistic

1A quadratic cost function is assumed for the sake of higher generalisabiliy but is not necessary for
the model.
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market structures prefer to compete by demand-shifting strategies like new product de-
velopment, advertising, and the like, rather than trying to influence demand directly by
price".
Alternatively and equivalently, one could assume that Bi is a decreasing function of de-
velopment expenditure. In graphical terms, this would imply a flattening of the demand
curve with higher development activity, enabling the firm to charge a higher price for ev-
ery unit sold, or the costs becoming less convex. Assuming either Ai or Bi to be a function
of Di serve similar purposes with regards to the scope of this model. We proceed with
the first one for the sake of analytical simplicity and further assume that f(Di) = DθD

i

where θD ∈ (0, 1) is the elasticity of the price-cost margin with respect to the development
expenditure, and f ′(Di) > 0, f ′′(Di) < 0.

Additionally, we assume that research activity undertaken by the firm can potentially
open up a new product market, for instance by winning a patent race and licensing
the technology or through selling in the product market directly. That is, carrying out
research has a benefit on two levels. On one hand, it enhances firm’s output level as
is apparent from the production function in equation (1). On the other hand, research
activities can contribute to a firm’s revenue independently of the firm’s existing production
activities. Such additional gains provide incentives to increases research expenditures.
Using a simple functional construct similar to Cassiman et al. (2002) or Plehn-Dujowich
(2009)’s innovation production function, we define the additional net gains from research
as f(Ri) = µiR

θR
i , where θR ∈ (0, 1) is the elasticity of the additional net gains with respect

to research expenditure. These additional gains are also increasing at a diminishing rate.

Considering that research can be uncertain with regard to success, the above function
can alternatively be interpreted as the expected net return from a Bernoulli process. If
success in research is a binomially distributed random variable, µ̃ is the estimated average
probability of success in a single project, and RθR

i is the number of projects that can be
carried out from Ri amount of research expenditure, then expected success from research
will be given by µ̃RθR

i . If net gains upon success in research are denoted by Mi, then
µiR

θR
i , where µi = µ̃Mi, will represent the expected net gains from research alongside the

gains from the product market.

It is important to note that unlike (Cohen and Klepper, 1996b; Plehn-Dujowich, 2009;
Fritsch and Meschede, 2001), we do not simply subtract the expenditures on research and
development from the firm’s revenue. As development expenditure is assumed to be tied
to production, the cost of development is entirely accounted for through ci(qi). The cost
of research can have components which depend on the level of output and components
which are independent of the output level. The former is included in ci(qi). To take the
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latter into account, µiRθR
i is defined as the expected net gains from research upon success.

The firm’s expected profit from both R and D activities can then be written as

πei = (DθD
i −Biqi)qi + µiR

θR
i − ci0. (3)

Firm i’s profit thereby depends on both Ri and Di and the firm maximizes this expected
profit by deciding on research and development expenditures. We assume θD and θR to
be similar across firms within an industry.

3.2 Analysis of R and D choices

To focus on the relationship between firm size and firm’s emphasis on research vis-à-
vis development activity, we assume that firms choose their research and development
expenditures while holding the other factor inputs constant. Costs for any additional
employees employed in research and development tasks and investments in R&D-related
equipment are captured through the R&D expenditures. Adjustments in non-R&D labor
and non-R&D capital inputs may eventually be needed in the production technology.
However, those are not assumed to be instantaneous changes and, therefore, ignored in our
static analysis. We are interested in firms’ decision regarding research and development
expenditures at a given point in time. The non-R&D labor and non-R&D capital stock
at that particular point in time are treated as parameters indicating the firm size. This
approach helps in distinctly focusing on the contribution of R&D activities in the firm’s
profit maximization, independently of other factor choices.

Maximizing the expected profit function with respect to Ri and Di require

∂πei
∂Ri

= DθD
i

γiqi
Ri

− 2Bi
γiq

2
i

Ri

+ µiθRR
θR−1
i (4)

and,
∂πei
∂Di

= (θD + δi)D
θD−1
i qi − 2Bi

δiq
2
i

Di

. (5)

The first order conditions for profit maximization are obtained by setting these first
derivatives equal to zero. Setting (4) equal to zero, we obtain

µiθRR
θR
i = γiqi(2Biqi −DθD

i ). (6)
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Setting (5) equal to zero, we obtain

qi =
δi + θD
2Biδi

DθD
i . (7)

Plugging the expression for qi from equation (7) into equation (6) and simplifying, we
obtain

RθR
i = giD

2θD
i where, gi =

γiθD(δi + θD)

2Biµiδ2i θR
. (8)

Further, plugging in the production function from equation (1) into equation (7), we can
write:

Di = h
1

θD−δi
i R

γi
θD−δi
i where, hi =

(
2Biδiωi
δi + θD

Kαi
i L

βi
i

)
. (9)

Note that both gi and hi are arbitrary parametric constructs used for the exclusive purpose
of representational simplification.
Incorporating equation (9) into equation (8) and simplifying we get the following.

Ri = g
δi−θD

θR(δi−θD)+2γiθD
i h

−2θD
θR(δi−θD)+2γiθD
i . (10)

The second order conditions for profit maximization requires δi − θD > 0. Note that, a
lower µi implies a higher gi and therefore a higher Ri. That is, ceteris paribus, a firm with
lower expected returns from research has to spend relatively more in research to maintain
the competitive edge.

Inserting the profit-maximizing value of Ri, the profit-maximizing value of Di is imme-
diately determined from equation (9).
The total R&D expenditure is given by

Ri +Di = Ri + h
1

θD−δi
i R

γi
θD−δi
i = Ri

(
1 + h

−1
δi−θD
i R

−γi−(δi−θD)

(δi−θi)
i

)
. (11)

Consequently, the R-share of firm i’s total R&D expenditures is expressed as below.

Ri

Ri +Di

=
1

1 + h
−1

δi−θD
i R

−γi−(δi−θD)

(δi−θD)

i

=
1

1 + g
−γi−(δi−θD)

θR(δi−θD)+2γiθD
i h

(2θD−θR)

θR(δi−θD)+2γiθD
i

. (12)
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Based on the above deductions, we can claim the following:

Proposition 1 If output elasticities of research and development (γi and δi) are suf-
ficiently comparable across firms, then for 2θD > θR, a profit-maximizing firm with a
higher Li (or higher Ki) will incur a lower R-share compared to another firm with lower
Li (or, lower Ki).

Proof: Ceteris paribus, a higher Li or Ki, or both, implies a higher value of hi. The
profit-maximizing Ri/(Ri + Di) is lower for a higher value of hi when 2θD > θR. Given
θD and θR both lie in the (0, 1) interval, this implies that, with other parameter values
sufficiently comparable across firms, when the elasticity of the price-cost margin with
respect to development expenditure (as captured by θD) is larger or at least not too small
in comparison with the elasticity of expected additional gains from research expenditure
(as captured by θR), the optimal R-share is associated inversely with the firm size as
measured by its number of non-R&D employees Li or accumulated fixed assets Ki. �

3.3 Intuition

To elaborate further on the mechanism behind the above proposition, we reformulate
equations (4) and (5) as below.

∂πei
∂Ri

= DθD
i

γiqi
Ri

− 2Bi
γiq

2
i

Ri

+ µiθRR
θR−1
i

=⇒ ∂πei
∂Ri

/
∂qi
∂Ri

= DθD
i − 2Biqi +

θR
γi

µiR
θR
i

qi
, since

∂qi
∂Ri

=
γiqi
Ri

(13)

and,
∂πei
∂Di

= (θD + δi)D
θD−1
i qi − 2Bi

δiq
2
i

Di

=⇒ ∂πei
∂Di

/
∂qi
∂Di

=
θD + δi
δi

DθD
i − 2Biqi , since

∂qi
∂Di

=
γiqi
Di

(14)

The left hand side of equation (13) is the marginal gain in profit from research over
the marginal gain in output from research. Similarly the left hand side of equation (14)
is the marginal profit from development over the marginal output from development. In
our model, both research and development directly contribute to production. But they
also have additional contributions toward the firm’s revenue; research might open up
additional source of revenue, such as patents, and development increases the per-unit
price-cost margin. The higher the ratio of the marginal gain in profit to marginal gain
in output resulting from an unit increase in some input factor, the higher is this factor’s
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exclusive contribution (i.e., contribution over and above the increase in output) in the
firm’s revenue.

By construction, both the measures decrease as qi increases, but equation (13) falls
faster. That is, the ratio of marginal profit to marginal output from research falls faster
for a firm with a higher qi. This is because the additional gains from Ri are independent of
the firm’s ex-ante output level and therefore the bigger firm does not have any additional
advantage there. More specifically, Comparing the right hand sides of equations (13)
and (14) we see that the ratio of marginal profit to marginal output from development is
higher than the ratio of marginal profit to marginal output from research when

θD + δi
δi

DθD
i > DθD

i +
θR
γi

µiR
θR
i

qi

qi >
(θR/γi)µiR

θR
i

(θD/δi)D
θD
i

. (15)

In other words, the marginal gain in profit over output from development is higher than
the same from research when the ex-ante output is above a certain threshold determined
by the ex-ante R&D expenditures and the model parameters. Increasing development
expenditure is profitable as long as this threshold condition holds. We can further observe
from this equation that even if the ex-ante R&D ratios are similar for larger and smaller
firms and the output elasticities of research and development are also comparable, a higher
µi would raise this threshold output. So, when expected additional gains from success
in research is higher, smaller firms are more likely to find development less profitable
compared to the larger ones.

In the following empirical analysis, we measure firm size by the number of employees
(Li) resulting in the hypothesis that the R-share declines with Li. Finally, it should
be noted that a relatively higher R-share among the smaller firms can happen because
of multiple reasons, including different sizes of the non-R&D activities (as reflected in
Li or Ki) or asymmetric additional returns from research activity (as captured by µi).
Proposition 1 shows that, ceteris paribus, the R-share varies with firm size. Alternatively,
focusing on gi in equation (12), one can see that gi decreases in µi, which in turn implies
that R-share falls. So, ceteris paribus, a firm with a higher µi spends relatively less in
research. Given that the larger firms may often have a higher average success rate (i.e.,
higher µ̃i) or a higher scope of appropriating the fruits of research activity (i.e., higher
Mi) thanks to their reach and reputation, a higher µi may as well induce a lower R-share.
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4 Data and Empirical Analysis

4.1 Data and descriptive statistics

The empirical study is based on data from three main sources: a) the Flemish part
of the Belgian OECD R&D survey, b) the Thomson/Reuters Belfirst database, and c)
the European Patent Office’s (EPO) PATSTAT database. The OECD R&D survey is
harmonized across OECD countries and follows the guidelines in the Frascati Manual. It
is conducted biannually and each wave collects information for the year covered in order
to compose the OECD Main Science and Technology Indicators. The collected data is
based on the permanent inventory of all R&D-active companies2 in Flanders and hence
covers a large share3 of all R&D activity in the region. A firm is considered R&D-active
in the following if it spend at least some money on R&D in at least one year during the
sample period.

Information on R&D expenditures and on shares devoted to research and development
as well as the number of R&D employees are taken from the OECD survey. To capture a
firm’s financial situation and in order estimate firm-level productivity, the survey data is
complemented with accounting and balance sheet data from the Thomson/Reuters Belfirst
database. It comprises financial information even for small, non-listed firms, since in
Belgium all limited liability firms (except for financial institutions, insurance companies,
exchange brokers and hospitals) had been legally required to file annual accounts with
the National Bank during our period of analysis. We furthermore construct the patent
application stock of each company based on information in the PATSTAT data.4

The sample covers the years from 2000 to 2015 and includes firms in the manufacturing
and knowledge-intensive service sectors. Table 1 illustrates that the final data set consists
of 14,769 observations from 4,373 unique firms in 17 different sectors. The majority of
firms in the sample can be classified as SME following the definition of the European
Commission which applies an employment threshold of 250 employees. Figure 1 depicts

2Firms are considered to be part of the R&D-active firm population (about 12,000 for each wave)
based on information based on previous surveys, accounting reports as well as based on government
information about the application for R&D grants and tax credits. The response rate varies by
year at around 75% across all firms and up to 98% for the top-200 R&D firms. For details, see
https://www.vlaamsindicatorenboek.be/2.2.1/methodologie. Further information on each wave are doc-
umented here: https://www.vlaamsindicatorenboek.be/vorige-edities.

3According to the documentation, it is estimated that the included firms are responsible for about
90% of all R&D spending in the region.

4We match invention patent applicants based on names and addresses and account for patent families
in order to avoid double counting of patents filed at several patent offices worldwide. The patent data
is available as a time series for each firm since we retrieve all patents of a firm dating back to its first
application included in the data base.
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the sample distribution in terms of firm size based on the logged number of employees.5

Key descriptive statistics for the full sample are presented in Table 2. Research and
development expenditures as well as all monetary variables are indicated in thousands of
Euros. The data confirm that compared to external R&D, internal R&D plays a more
important role in firms’ innovation investments. It is also visible that the average research
expenditure is lower than the average development expenditure. Firms in the sample are
on average 27 years old and 66 percent of the firms belong to an enterprise group.

Table 1: Sample details

Observations Firms Share (%)

SME (<250 employees) 12,447 3,948 84.28
Large firms (≥250 employees) 2,322 425 15.72
All 14,769 4,373 100.00
Sectors 14 manufacturing sectors, 3 service sectors

Figure 1: Distribution of firm size
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Table 2: Descriptive statistics of control variables [Full sample, n=14,769]

Mean P50 Sd Min Max

Internal R&D 1,887.77 0 17,626.75 0 858,104
External R&D 695.10 0 14,823.20 0 695,000
Research 829.75 0 6,838.47 0 390,866
Development 1,057.73 0 13,000.10 0 686,483
# total employees 195.81 37 678.01 1 20,132
# R&D employees 11.94 0 65.98 0 1,662
Age 27.28 23 18.74 1 144
Fixed assets 42,755.44 1,073 364,157.88 0 14374981
Working capital 9,431.60 1,237 47,947.05 -289,570 1,795,746
Long-term debt 11,542.39 10 145,766.71 0 6,771,719
Short-term debt 13,451.38 429 104,824.01 0 5,129,187
Patent stock 3.33 0 37.33 0 1,342
Enterprise group dummy 0.66 1 0.47 0 1

5The sample distribution over sectors and size classes can be found in Appendix Table 5. Figure A2
delineates the distribution of the logged number of employees for the subsample of firm-year observations
with R- or D-activities.
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Table 3 shows the average R-share and D-share6 in the full sample as well as in the
subsample of firm-year observations with positive R&D expenditures. The overall aver-
age R-share is 28% whereas the average value is 56% when we only consider firm-year
observations in which there were positive R&D expenditures (referred to as R- or D-active
subsample in the following). All 17 industries show positive average R and D expendi-
tures. There are differences in the amount as well as the shares between sectors with
the chemical and in particular the pharmaceutical industry, showing the highest expendi-
tures. High average R-shares (≥40%) can be observed in the latter, but also in the sector
including computers, electronics and optical products. See Table A2 for details.

Figure 2 shows within-sample correlations between R as well as D expenditures and firm
size. For both R and D, there is a strong positive correlation with firm size, supporting
the idea that larger firms can afford to spend more. The slope of the linear prediction
line is steeper for D than for R. Departing from this evident relationship, it is therefore
interesting to consider relative amounts, i.e. the research share in R&D.

Table 3: Descriptive statistics of share variables

Count Mean P50 Sd Min. Max.

Full sample
R-share 14,769 0.28 0.00 0.38 0 1
D-share 14,769 0.22 0.00 0.33 0 1

R- or D-active subsample
R-share 7,373 0.56 0.60 0.35 0 1
D-share 7,373 0.44 0.40 0.35 0 1

Figure 3 illustrates the evolution over time of (a) the R-activity of all firms (fraction of
observations with a positive R-share, i.e. the extensive margin), and (b) the size of the R-
share in the R-active subsample (intensive margin). For a more fine-grained understanding
of the attribution of effects to differently sized firms, we distinguish four size classes: tiny
firms (< 50 employees), small firms (≥ 50 employees and < 150 employees), medium firms
(≥ 150 employees and < 250 employees) and large firms (≥ 250 employees). As can be
seen in the left panel, the R-active fraction of observations experienced a sharp decline in
2012. Due to the spending horizon of R&D budgets which stretches over longer cycles,
this may be accountable to the delayed aftermath of the global financial and the Euro
crisis with firms quitting R or D activities altogether. The right panel visualizes that the

6The R-share is calculated as the share in total R&D expenditures devoted to research activities. The
D-share is the remaining share in the total.
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Figure 2: Correlation between firm size and R and D expenditures
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R-share of the R-active subsample over all four firm size classes grew over time. However,
this growth was particularly strong in tiny and small firms.7

Figure 3: Development of extensive and intensive margin for R-activity
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(b) Intensive margin

Thus, unlike studies that proxy research activity with scientific publications, we cannot
confirm that the average research focus - within the R-active subsample - is declining.
Rather, we observe that the fraction of research-performing firms is considerably lower at
the end of our sample period. This suggests an increase in the concentration of research

7Appendix Figure A5 accounts for firm characteristics and time trends by including a firm size-
year-interaction of the observation period. The rising trend of the predicted R-share over time is still
particularly strong for tiny and small firms. This is in line with Figure 3 (b) where firms with fewer than
150 employees as well took the lead in high R-shares.
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activities in fewer firms in the economy considered here over time. This extends conclu-
sions from a study for the German economy by Rammer and Schubert (2018) which shows
that the concentration of innovation spending in a smaller number of firms has increased
over time, to the context of research activities. Figure A4 shows the corresponding infor-
mation for D-activity illustrating that the average D-share among D-active firms declined
over time reflecting the opposite evolution for the R-share. Yet, also for development
the share of D-active firms declined pointing to an increasing concentration of R and D
activities in fewer firms.

4.2 Analysis of research intensity

To investigate the relationship between firm size and the share of R&D expenditures
devoted to research when controlling for other firm characteristics, the variable research
share (R-share) is used as the dependent variable. Besides firm size measured by the
logged8 number of employees [ln(employees)] as the main variable of interest, we control
for the firm’s age [ln(age)] in order to not confound size effects with the firm’s matu-
rity9. Moreover, we account for the level of internal and external R&D expenditures
[ln(internal R&D+1), ln(external R&D+1)] and enterprise group association (dummy in-
dicating whether the firm is a single company or associated to a group). A firm’s financial
situation is likely to affect research efforts and hence we control for liquidity and debt
(working capital, long-term debt and short-term debt). We further include the patent
application stock as a measure of the firm’s knowledge stock (Patent_stock). We follow
the standard approach based on Griliches and Mairesse (1984) and compute the stock of
each firm and year as a perpetual inventory of past and present patent applications with
a constant depreciation rate (δ) of 15 percent:

Patent_stocki,t = (1− δ) Patent_stocki,t−1 + Patent_applicationsi,t .

Sector fixed effects enter as a set of industry dummies and year dummies capture business
cycle effects that are common for all firms and industries.

8We applied the natural logarithm. All logged variables with non-negative values were transformed
by adding 1 before taking the log. Otherwise, observations with a value of 0 would have been dropped.

9It should be noted that age and size are not perfectly correlated in our data. There is a considerable
fraction of young and large firms as well as old and small firms. See Figure A3 for the distribution of
firm age over size classes.
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4.2.1 Estimation of the research share in R&D

We estimate Ordinary Least Squares models with firm-fixed effects (OLS FE), General-
ized Least Squares models with random effects (GLS RE) and well as models for limited
dependent variables. The Tobit model accounts for the censoring of the R-share at zero
and one as well as random effects. The fractional response (FR) model directly takes into
account that the dependent variable is non-continuous, i.e. a share with limits at zero
and one (Papke and Wooldridge, 1996). The log-likelihood function to be maximized in
the FR model is

lnL =
N∑
j=1

wjyj ln
{
G
(
x′jβ

)}
+ wj (1− yj) ln

{
1−G

(
x′jβ

)}
with the functional form for G(x

′
jβ) corresponding to a logit function exp(x

′
j)/1+exp(x

′
j).

To additionally capture unobserved firm-specific effects in the FR model, we follow a
Mundlak-Chamberlain (FR MC) approach (correlated random effects model) and aug-
ment the specification by the within-sample means of all covariates (Wooldridge, 2019).

The results from these estimations are shown in Table 4. The random effects mod-
els (columns 2 and 3) suggest that R-share indeed declines with the first order term of
the variable ln(employees), holding other firm parameters - including the level of R&D
expenditures - constant.
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Table 4: Estimations of R-share [Full sample n=14,769]

(1) (2) (3) (4) (5)
OLS FE GLS RE Tobit RE FR FR MC

ln(employees) 0.002 -0.022∗∗ -0.073∗∗∗ -0.204∗∗∗ -0.247∗∗∗
(0.029) (0.011) (0.020) (0.052) (0.093)

ln(employees) × ln(employees) -0.005 -0.001 -0.006∗∗ -0.023∗∗∗ -0.016∗∗
(0.003) (0.001) (0.002) (0.006) (0.006)

ln(age) 0.047 0.013 0.039 0.554∗∗∗ 0.459∗∗
(0.142) (0.036) (0.060) (0.172) (0.219)

ln(age) × ln(age) -0.017 -0.003 -0.004 -0.090∗∗∗ -0.076∗∗∗
(0.036) (0.006) (0.010) (0.028) (0.029)

ln(internal R&D) 0.096∗∗∗ 0.093∗∗∗ 0.218∗∗∗ 0.596∗∗∗ 0.703∗∗∗
(0.003) (0.002) (0.003) (0.008) (0.018)

ln(external R&D) 0.000 -0.007∗∗∗ -0.007∗∗∗ -0.072∗∗∗ 0.002
(0.003) (0.002) (0.002) (0.009) (0.014)

Patent stock -0.000 -0.001∗∗∗ -0.001∗∗∗ -0.004∗∗∗ -0.001
(0.000) (0.000) (0.000) (0.001) (0.002)

Working capital ratio? 0.000∗ -0.000 -0.000 0.000 0.000
(0.000) (0.000) (0.000) (0.000) (0.000)

Long-term debt ratio? 0.000∗∗∗ 0.000∗ -0.000 -0.000 0.001∗∗∗
(0.000) (0.000) (0.000) (0.000) (0.000)

Short-term debt ratio? -0.000 0.000 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000) (0.000)

Enterprise group dummy -0.000 -0.016∗∗ -0.034∗∗∗ -0.236∗∗∗ -0.222∗∗∗
(0.014) (0.007) (0.012) (0.043) (0.043)

MC ln(employees) -0.000
(0.081)

MC ln(age) -0.003
(0.188)

MC ln(internal R&D) -0.111∗∗∗
(0.019)

MC ln(external R&D) -0.115∗∗∗
(0.018)

MC patent stock -0.002
(0.002)

MC working capital ratio? -0.000
(0.000)

MC long-term debt ratio? -0.001∗∗∗
(0.000)

MC short-term debt ratio? 0.000
(0.000)

Sector dummies Yes Yes Yes Yes Yes
Year dummies Yes Yes Yes Yes Yes

Pseudo R2 0.341 0.345
R2 within 0.323
R2 between 0.604 0.631
Wald χ2(42) 5,558.57 6,569.94 8,912.99 8,956.78
F (42, 4372) 28.980
Observations 14,769 14,769 14,769 14,769 14,769
Cluster-robust standard errors in parentheses.
? indicates that the ratio uses fixed assets in the denominator
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.010
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That is, larger firms are less research-intensive than smaller ones. The second order
term is likewise negative and statistically significant, indicating that the association is
negative over the entire firm size distribution in the sample. This negative association
is similarly pronounced in the fractional response models for both specifications, without
(column 4) and with Mundlak-Chamberlain within-sample means (column 5).10 The fixed
effects model (column 1) is less precisely estimated, suggesting that the models capture
between-firm variation rather than within-firm variation. Note that there is indeed little
within-firm variation in both firm size as well as the research intensity so that we should
interpret these findings in terms of between-firm effects.

Since the properties of fractional response model matches the nature of the dependent
variable best, the FR MC method serves as the basis for the visualization of the main effect
in Figure 4. Figure 4 illustrates the main results graphically by showing the predicted
R-share (adjusted predictions) at different values of ln(employees).11

Figure 4: The (adjusted) predictions of R-share over firm size
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10The test of joint significance of the within-sample means (MC variables) is highly significant (χ2(8) =
111.49∗∗∗).

11The vertical dashed lines indicate the mean, the median and the 95th percentile of the ln(employees)
distribution in the estimation sample.
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4.3 Productivity analysis

In order to analyze the link between firms’ R-share and productivity, we estimate the
firms’ total factor productivity (TFP) based on a production function approach. The
production function is specified as in equation (1). Output is measured as the natural
logarithm of the firms’ annual value added [q ]. Note that we do not use accounting
profits as a measure for profitability due to their sensitivity to reporting, depreciation
and losses carried forward, for instance, which make annual values incomparable over
time and between firms. Instead, we estimate TFP using the same set of input factors
used to produce a certain value added. One should, however, keep in mind that the added
value (i.e. mark-up) that a firm creates also depends on their market power (De Loecker
and Warzynski, 2012) which we do not explicitly account for in the following, assuming
that the competitive environment is captured by sector fixed effects.

Capital input is measured by the natural logarithm of firms stock of fixed assets [k ] and
labor input by the logged number of employees in non-R&D jobs [l ] in a given year. As
an augmentation to the classical production function, we add R&D activity to the pro-
duction function which has been shown to explain productivity differences between firms
(Doraszelski and Jaumandreu, 2013). More precisely, we differentiate between logged re-
search and development expenditures [research = r, development = d]. Because a large
share of R&D expenditures are typically labor costs, the use of non-R&D employees as
the labor variable allows us to measure R&D input without double counting of R&D
expenditures that reflect wages of R&D employees. A central challenge in the estimation
of production functions is the correlation between unobservable productivity shocks and
input levels (Griliches and Mairesse, 1998), i.e. productivity beliefs which influence the
firm’s input decisions. The approach by Ackerberg et al. (2015) [ACF] - which we adopt
in the following - addresses the potential collinearity problem in earlier productivity es-
timators like the one by Olley and Pakes (1996) [OP] or Levinsohn and Petrin (2003)
[LP] by proposing a functional dependence correction. In the ACF method, firms are no
longer assumed not to adjust their labor input immediately when subject to productivity
shocks. The input demand functions is then conditional on the choice of both labor and
capital inputs. Whereas the OP framework uses investment as a proxy for productivity
in the control function, LP and ACF use intermediate inputs (materials) instead because
investment decisions tend to be implemented in blocks which violates the monotonicity
assumption underlying the framework. Not only are intermediate inputs less costly to
adjust, they are also more responsive to the entire productivity term and provide a sim-
ple link between theory and the estimation strategy because intermediate inputs are not
typically state variables. By taking the natural logarithm of the Cobb-Douglas function
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in equation (1), the factor inputs relate in an additive manner. The error term in (16) has
two components: the transmitted productivity component ωit and uit. The component
uit is an unobservable error term that is uncorrelated with input choices, whereas ωit is
observable or predictable by firms when making input decisions. Furthermore, β0 is the
mean efficiency level across firms and over time:

qit = β0 + βkkit + βllit + γrit + δdit + ωit + uit. (16)

Since ωit as a prior productivity belief gives rise to endogeneity (factor choices will depend
on it resulting in a correlation between inputs and ωit), the control function based on
intermediate inputs mit = f(ωi,t, kit, lit, rdit) is introduced as a first stage estimation.
Inverting this function for ωi,t and substituting into the production function yields:

qit = β0 + βkkit + βllit + γrit + δdit + f−1(mit, kit, lit, rit, dit) + uit. (17)

This provides an estimate of the composite term Φ̂it which can be expressed as

Φit(mit, kit, lit, rit, dit) so that a measure for total factor productivity (TFP) can be derived
from:

ω̂it = Φ̂it − βkkit − βllit − γrit − δdit. (18)

The empirical strategy used here consists of two sequential steps. In the first, we estimate

productivity equations on major factor inputs (K, L, R&D) which are instrumented as
suggested by Ackerberg et al. (2015)12. This stage predominantly serves to obtain ω̂it

while netting out the unobserved part of the error term, uit.
In a second step, we estimate the effect of variations in the R-share on the estimated
TFP. We further interact the R-share with firm size to test the hypothesis that the
return to research varies with firm size. Because we expect the research orientation to
have a delayed impact on TFP, we apply a two-year lag for the R-share. Firm size
is measured in contemporaneous values to capture output effects at the firms’ current
size. Since past productivity has been shown to be an important predictor of future
productivity (Doraszelski and Jaumandreu, 2013), we also add lags of TFP to the model13.
In addition, we control for firm characteristics to account for remaining observed firm-level
heterogeneity. Unobserved firm heterogeneity is captured by the fixed or random effects.

12As an alternative way to obtain the TFP, we apply the LP estimation method and compare the
resulting TFP distribution.

13Note that we apply the same lag structure as for the R-share by adding a two-year lag and to capture
TFP prior to the included R-share by adding a three-year lag.

22



The equation to be estimated can be described as:

ω̂it = f(R-shareit−2, ln(empl)it, R-shareit−2 × ln(empl)it, controls). (19)

4.3.1 Estimation of TFP and its relation to the R-share

Figure 5 shows the estimated TFP for the four firm size classes and visualizes that
there is no strong relationship between firm size and TFP, except for very small firms
with less than 50 employees.14 Appendix Table 5 displays the results from the sector-
wise productivity estimations in detail.15 Note the average productivity in our sample is
relatively low. This may be due to several factors: First, we have a high fraction of small
firms in the data and that these are all comparatively R&D-intensive firms which likely
excludes firms that are producing at a large scale (and low cost). Besides this, our sample
period covers the financial and economic crisis 2008/2009. Another reason may be the
relatively high degree of foreign ownership in Belgium resulting in profit shifting within
company groups which we account for in the regressions by including a group indicator.
The resulting productivity distribution is very similar when we estimate TFP using the
LP approach. Figure A6 compares the TFP distributions based on both methods.

Figure 5: Kernel density plot
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Table 5 presents the results from the linear estimation of Equation (19). The R-share
significantly contributes to TFP in the random effects specifications. In line with previ-

14A pairwise correlation coefficient of 0.0172, however, significant at the 1% level, indicates that larger
firms are more productive when not controlling for further firm characteristics.

15Separate estimations by sector are standard in the productivity literature and can, for instance, be
found in Hottenrott and Rexhäuser (2016).
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ous research, the direction of the effect is such that a higher research share results, on
average, in higher productivity (Czarnitzki and Thorwarth, 2012). Considering the in-
teraction term between R-share and ln(employees), we see however that the productivity
premium declines significantly with firm size.16 Past productivity plays an important role
in explaining current productivity even still with a thee-period lag.

Table 5: Panel estimations: TFP on R-share

OLS FE GLS RE GLS RE GLS RE GLS RE

R-sharet−2 0.082 0.206∗∗∗ 0.199∗∗∗ 0.283∗∗∗ 0.224∗∗∗
(0.063) (0.062) (0.062) (0.097) (0.062)

ln(employees) -0.352∗∗ -0.034∗∗ -0.024∗ -0.012 -0.034∗∗
(0.165) (0.015) (0.013) (0.008) (0.014)

R-sharet−2 × ln(employees) -0.018 -0.038∗∗∗ -0.035∗∗∗ -0.043∗∗∗ -0.041∗∗∗
(0.014) (0.013) (0.014) (0.016) (0.013)

ln(age) -0.163 0.371∗ 0.195 0.189 0.361∗
(0.592) (0.192) (0.134) (0.151) (0.196)

ln(age) × ln(age) 0.094 -0.047∗ -0.023 -0.024 -0.047∗
(0.124) (0.026) (0.019) (0.019) (0.027)

ln(external R&D) 0.011 0.012 0.010 0.011∗ 0.011
(0.013) (0.010) (0.008) (0.006) (0.009)

Patent stock -0.000 -0.000 -0.000 0.000 -0.000
(0.001) (0.000) (0.000) (0.001) (0.000)

Working capital ratio? -0.000 0.000 0.000 0.000∗∗∗ 0.000
(0.000) (0.000) (0.000) (0.000) (0.000)

Long-term debt ratio? 0.000∗∗∗ 0.000∗∗∗ 0.000∗∗∗ 0.000∗∗ 0.000∗∗∗
(0.000) (0.000) (0.000) (0.000) (0.000)

Short-term debt ratio? -0.000 0.000 0.000 0.000 0.000
(0.000) (0.000) (0.000) (0.000) (0.000)

Enterprise group dummy -0.063 0.055 0.044 0.041 0.056
(0.050) (0.047) (0.039) (0.025) (0.041)

TFP ACFt−2 0.242∗∗∗ 0.206∗∗∗
(0.025) (0.064)

TFP ACFt−3 0.106∗
(0.061)

Sector dummies Yes Yes Yes Yes No
Year dummies Yes Yes Yes Yes No

R2 within 0.043
R2 between 0.001 0.018 0.239 0.228 0.015
Observations 4,847 4,847 4,840 3,379 4,847
Standard errors in parentheses (clustered at sector level), ? divided by fixed assets
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.010

Rather than interpreting the results only at the mean of the variables, we look at the
16Note that we employ a two year lag between R-share and TFP which leads to a drop in observations

to 4,847.
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average marginal effects of R-share at different values of firm size. Figure 6 illustrates
that the returns to increasing the R-share are positive but declining up to the mean firm
size in the sample (left panel). Beyond the mean, the returns to increasing the research
intensity are negative on average, but the marginal effect is not statistically different
from zero indicating no significant harm to productivity. This suggests that for medium-
sized and larger firms, an additional percentage point devoted to research (rather than to
development) is no longer beneficial for productivity.

Figure 6: Marginal effects of R- and D-share on TFP over firm size
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(a) R-share on TFP
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(b) D-share on TFP

The opposite holds true for D-share (right panel).17 Increasing the D-share yields higher
returns for larger firms. Both results are in line with the proposition that larger firms find
it more profitable than small firms to devote relatively more resources to development
activities (and vice versa).

17The underlying regression results are presented in Table A4.
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5 Conclusion and discussion

This study investigated the link between firm size, research orientation and productivity.
While previous research discussed the comparative advantages of small versus large firms
with regard to product or process innovation, the role of investments in research versus
development as drivers of productivity-enhancing innovations remained little explored.
The results from this study confirm the idea that a firm’s optimal research focus, i.e.
the share of the R&D budget devoted to R, declines with firm size. While larger firms
spend more on both R and D in absolute terms, we find that the optimal R-share declines
continuously with firm size.
Our analysis based on total factor productivity estimations moreover supports previous
findings that research is a key driver of productivity. However, they further show that the
incremental research premium from increasing the research share in R&D by one unit is
higher for smaller firms.
The results thus suggest that a division of labor between smaller and larger firms with

larger firms focusing on development may indeed be efficient in terms of expected aggre-
gate productivity gains. This finding supports Baumol’s (2002) idea of a ‘David-Goliath
symbiosis’ in which small and large firms contribute at different stages of the innovation
process. The study thereby also contributes to previous research that focused solely on
research activities (Belenzon and Patacconi, 2014) or discussed specialization in terms
of innovative outputs rather than the returns on investement (Acs and Audretsch, 1987;
Henderson and Clark, 1990; Henderson and Cockburn, 1996; Macher and Boerner, 2006;
Arora et al., 2009).
It remains, however, to be examined in future research how much these results are

affected by activities not accounted for in the analysis, like outsourcing of R or D in
the form of collaborations or licensing. The possibility to conduct collaborative R&D,
i.e. in cooperation with other firms like suppliers and joint R&D with universities may
be a factor that explains the declining returns to conducting research in-house for larger
firms. Moreover, the possibilities of licensing-in or licensing-out technology have not been
explicitly accounted for in our analysis but may affect the modelling of the returns to
research for both smaller and larger firms. In this context, we may overlook the role played
by opportunities for external knowledge sourcing and therefore over- or underestimate the
benefits of labor division. Furthermore, the results may be context-specific in the sense
that the results based on a industry landscape with a high proportion of (very) small
firms and a substantial share of firms that part of enterprise groups cannot be generalized
to other economies.
The results still have implications for innovation policy. Facilitating labor division may
be crucial for maximizing overall productivity gains from private sector R&D activities.
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This study also highlights the important role of small, research-intensive firms in the
innovation systems for augmenting corporate R&D. Innovation policy instruments may be
best designed such as to support firms’ comparative advantages. Targeted R&D support
programs, for instance through direct grants, may be more effective when supporting
research in small firms rather than in larger ones thereby increasing the returns to public
funding of industrial R&D. In light of the debate about the decline in productivity growth
in developed economies, this study aims to constitute a starting point for a debate and for
further research on division of labor in R&D between firms and between firm and public
research organizations or universities. This study also aims to draw attention to the role
of firm size heterogeneity in the analysis of productivity development.
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Appendix

Figure A1: Trends in research and development in the OECD Area, 1985-2015

Source: OECD (2017)

Table A1: Distribution of sectors by firm size

SME Large firms All firms
# Sectors % % %

1 Food,fishery & tobacco 674 5.41 148 6.37 822 5.57
2 Textile 438 3.52 99 4.26 537 3.64
3 Forestry & furniture 266 2.14 13 0.56 279 1.89
4 Paper 261 2.10 78 3.36 339 2.30
5 Chemicals 371 2.98 134 5.77 505 3.42
6 Pharmaceuticals 128 1.03 56 2.41 184 1.25
7 Rubber, plastic & materials 477 3.83 109 4.69 586 3.97
8 Natural resource extraction & waste man. 907 7.29 282 12.14 1,189 8.05
9 Machines & equipment 760 6.11 133 5.73 893 6.05
10 Computer, electronic & optical products 365 2.93 73 3.14 438 2.97
11 Transport manufacturing 381 3.06 149 6.42 530 3.59
12 Building & construction 772 6.20 94 4.05 866 5.86
13 Miscellaneous industry 170 1.37 41 1.77 211 1.43
14 Commerce, storage & transport 2,743 22.04 403 17.36 3,146 21.30
15 Financial & other services 2,282 18.33 325 14.00 2,607 17.65
16 ICT & software 1,286 10.33 136 5.86 1,422 9.63
17 Education, health & public personal service 166 1.33 49 2.11 215 1.46

Observations 12,447 100.00% 2,322 100.00% 14,769 100.00%
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Table A2: Descriptive statistics of R&D variables per sector

Sector Mean P50 Sd Min. Max.

1
Research 192.13 0 765.18 0 12,240
Development 148.47 0 587.23 0 6,950
R-share 0.30 0 0.39 0 1
D-share 0.20 0 0.32 0 1

2
Research 254.95 25 842.14 0 8,956
Development 238.57 15 566.26 0 3,900
R-share 0.33 0 0.36 0 1
D-share 0.30 0 0.35 0 1

3
Research 56.85 0 164.30 0 1,080
Development 38.42 0 115.88 0 978
R-share 0.22 0 0.34 0 1
D-share 0.15 0 0.28 0 1

4
Research 148.97 0 453.49 0 4,860
Development 180.46 0 486.30 0 4,400
R-share 0.19 0 0.32 0 1
D-share 0.26 0 0.37 0 1

5
Research 865.49 38 2,642.51 0 25,064
Development 938.24 35 3,329.95 0 30,569
R-share 0.35 0 0.37 0 1
D-share 0.33 0 0.36 0 1

6
Research 12,419.48 28 50,990.12 0 390,866
Development 23,796.43 15 102,553.92 0 686,483
R-share 0.40 0 0.41 0 1
D-share 0.35 0 0.39 0 1

7
Research 344.96 3 1,111.24 0 10,450
Development 487.19 0 1,983.87 0 19,000
R-share 0.30 0 0.36 0 1
D-share 0.27 0 0.34 0 1

8
Research 749.86 0 4,300.76 0 65,268
Development 958.92 0 5,922.70 0 142,200
R-share 0.27 0 0.36 0 1
D-share 0.25 0 0.34 0 1

9
Research 1,277.96 40 4,865.00 0 50,050
Development 1,726.34 24 6,992.49 0 88,336
R-share 0.38 0 0.37 0 1
D-share 0.34 0 0.36 0 1

Observations 5,334

Sector Mean P50 Sd Min. Max.

10
Research 1,688.08 181 3,922.12 0 29,972
Development 2,736.22 42 12,175.06 0 104,936
R-share 0.46 0 0.39 0 1
D-share 0.32 0 0.35 0 1

11
Research 1,377.14 36 5,455.25 0 72,000
Development 1,289.82 15 4,149.85 0 47,879
R-share 0.35 0 0.39 0 1
D-share 0.37 0 0.40 0 1

12
Research 154.35 0 1,160.93 0 25,000
Development 60.22 0 327.24 0 3,750
R-share 0.12 0 0.29 0 1
D-share 0.07 0 0.20 0 1

13
Research 4,125.20 108 11,551.64 0 104,030
Development 6,859.20 70 28,027.67 0 232,133
R-share 0.44 1 0.37 0 1
D-share 0.36 0 0.35 0 1

14
Research 221.84 0 1,745.10 0 45,907
Development 283.68 0 2,480.89 0 54,000
R-share 0.17 0 0.32 0 1
D-share 0.14 0 0.29 0 1

15
Research 1,035.14 0 4,917.37 0 97,705
Development 1,049.82 0 6,190.53 0 90,000
R-share 0.31 0 0.39 0 1
D-share 0.20 0 0.32 0 1

16
Research 580.41 18 2,471.36 0 34,100
Development 289.79 0 2,609.63 0 90,877
R-share 0.38 0 0.42 0 1
D-share 0.21 0 0.33 0 1

17
Research 1,120.51 0 3,872.06 0 31,724
Development 265.38 0 906.85 0 5,627
R-share 0.28 0 0.40 0 1
D-share 0.17 0 0.32 0 1

Observation 9,435
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Figure A2: Distribution of firm size in the subsample of R- or D-active firm-year observations
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Figure A3: Distribution of firm age in the different firm size classes
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Figure A4: Development of extensive and intensive margin for D-activity
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Figure A5: Interaction of firm size classes with years
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Table A3: Production function estimations by sectors

1 2 3 4 5 6 7 8 9

ln(non-R&D employees) 0.648∗∗∗ 0.786∗∗∗ 0.738∗∗∗ 1.042∗∗∗ 0.863∗∗∗ 1.122∗∗∗ 0.904∗∗∗ 0.863∗∗∗ 0.721∗∗∗
(0.019) (0.060) (0.027) (0.020) (0.041) (0.051) (0.012) (0.064) (0.010)

ln(research expenditures) 0.056∗∗∗ 0.106∗∗∗ -0.065∗∗ -0.029 -0.017 0.056 0.048∗ 0.012 0.080∗∗∗
(0.012) (0.025) (0.026) (0.037) (0.051) (0.039) (0.027) (0.040) (0.018)

ln(development expenditures) 0.034 0.030 -0.015 -0.039 -0.039 0.069 0.012 -0.004 0.022∗
(0.025) (0.026) (0.022) (0.037) (0.029) (0.123) (0.027) (0.042) (0.011)

ln(fixed assets) 0.199∗∗∗ 0.114 0.123∗∗∗ 0.083∗∗∗ 0.262∗∗∗ -0.037 0.165∗∗∗ 0.203∗∗∗ 0.180∗∗∗
(0.040) (0.075) (0.019) (0.028) (0.032) (0.042) (0.053) (0.040) (0.037)

Year FE Yes Yes Yes Yes Yes Yes Yes Yes Yes

Observations 819 535 279 338 503 183 575 1,171 888

10 11 12 13 14 15 16 17

ln(non-R&D employees) 0.447∗∗∗ 0.736∗∗∗ 0.884∗∗∗ 0.517∗∗∗ 0.900∗∗∗ 0.793∗∗∗ 0.878∗∗∗ 1.024∗∗∗
(0.029) (0.018) (0.017) (0.045) (0.010) (0.049) (0.027) (0.047)

ln(research expenditures) 0.140∗∗∗ 0.018 0.001 0.190∗∗∗ 0.044∗∗∗ 0.129∗∗ 0.075∗∗∗ 0.003
(0.019) (0.014) (0.016) (0.039) (0.014) (0.061) (0.022) (0.112)

ln(development expenditures) 0.090∗∗∗ -0.018 0.074∗∗∗ 0.020 0.014 0.050∗∗ 0.015 0.022
(0.018) (0.027) (0.009) (0.034) (0.011) (0.023) (0.015) (0.082)

ln(fixed assets) 0.183∗∗∗ 0.203∗∗∗ 0.189∗∗∗ 0.327∗∗∗ 0.123∗∗∗ 0.192∗∗∗ 0.113∗∗∗ 0.126∗
(0.031) (0.023) (0.046) (0.046) (0.015) (0.021) (0.021) (0.075)

Year FE Yes Yes Yes Yes Yes Yes Yes Yes

Observations 436 529 861 211 3,105 2,542 1,410 208
Bootstrapped standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.010
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Table A4: Panel estimations: TFP on D-share

OLS FE GLS RE GLS RE GLS RE GLS RE

D-sharet−2 -0.264∗ -0.146 -0.165∗ -0.259∗∗∗ -0.138
(0.136) (0.100) (0.088) (0.083) (0.101)

ln(employees) -0.378∗∗ -0.055∗∗∗ -0.046∗∗∗ -0.042∗∗∗ -0.056∗∗∗
(0.161) (0.016) (0.012) (0.007) (0.015)

D-sharet−2 × ln(employees) 0.053∗ 0.032∗ 0.034∗∗ 0.038∗∗∗ 0.024
(0.029) (0.025) (0.016) (0.014) (0.026)

ln(age) -0.120 0.349∗ 0.176 0.172 0.334∗
(0.576) (0.184) (0.133) (0.144) (0.187)

ln(age)× ln(age) 0.081 -0.045∗ -0.020 -0.022 -0.044∗
(0.123) (0.025) (0.019) (0.019) (0.026)

ln(external R&D) 0.010 0.011 0.010 0.013∗ 0.011
(0.013) (0.010) (0.009) (0.007) (0.010)

Patent stock -0.000 -0.000 -0.000 0.000 -0.000
(0.001) (0.000) (0.000) (0.001) (0.000)

Working capital ratio? -0.000 0.000 0.000 0.000∗∗∗ 0.000
(0.000) (0.000) (0.000) (0.000) (0.000)

Long-term debt ratio? 0.000∗∗∗ 0.000∗∗∗ 0.000∗∗∗ 0.000∗ 0.000∗∗∗
(0.000) (0.000) (0.000) (0.000) (0.000)

Short-term debt ratio? -0.000∗ 0.000 0.000 0.000 0.000
(0.000) (0.000) (0.000) (0.000) (0.000)

Enterprise group dummy -0.063 0.055 0.044 0.041 0.056
(0.052) (0.047) (0.039) (0.026) (0.041)

TFP ACFt−2 0.242∗∗∗ 0.206∗∗∗
(0.025) (0.063)

TFP ACFt−3 0.106∗
(0.060)

Sector dummies Yes Yes Yes Yes No
Year dummies Yes Yes Yes Yes No

R2 within 0.044
R2 between 0.001 0.014 0.232 0.219 0.009
Observations 4,847 4,847 4,840 3,379 4,847
Standard errors in parentheses (clustered at sector level), ? divided by fixed assets
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.010
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Figure A6: Comparison of estimation methods
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